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Abstract

In this thesis, theory calculations for the triple-differential $Z+$jet cross section are presented that are suitable for PDF fits with CMS data from the LHC at $\sqrt{s} = 13$ TeV. These calculations are performed at NNLO and provided in the form of interpolation grids. An implementation of an automated pipeline for the creation of interpolation grids is offered and was used for this analysis. The cross section is presented as a function of the transverse $Z$ boson momentum $p_T^Z$, two rapidity variables $y_b$ and $y^*$ of the $Z+$jet system, and an angular variable $\phi^*_\eta$ of the dimuon system. An analysis is performed on the resulting interpolation quality and the contribution of different partonic channels to the cross section.
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CHAPTER 1

Introduction

Ever since its inception in the 19th century, particle physics has played an increasingly important role in our understanding of the laws of nature. This has led to the construction of big particle accelerators to probe and expand our knowledge of the smallest constituents of the universe. The Large Hadron Collider (LHC) is currently the largest particle accelerator worldwide that accelerates and collides protons at unprecedented energies. The LHC has four collision points, equipped with large particle detectors, one of which is the Compact Muon Solenoid (CMS) experiment. These detectors are designed to track and identify as many outgoing particles as possible. This information is then used in extensive analyses to reconstruct the events.

The best understood framework to describe the motion of particles and the outcome of particle collisions is Quantum Field Theory (QFT). Most predictions in QFT are done through the use of perturbation theory, however, some quantities cannot be calculated perturbatively. For instance, perturbative QFT is unable to provide a description of the proton structure, which is instead described by so called Parton Distribution Functions (PDFs). It is of crucial importance to determine the proton structure very accurately, since it affects most predictions for measurements at the LHC.

The analysis in this thesis focuses on the production of a Z boson in association with a hadronic jet to further constrain the uncertainties of the proton PDFs. Theory predictions for Z+jet events are stored in so-called interpolation grids to make them suitable for PDF fits. These grids will then be used in conjunction with the 2017 data from the CMS detector in a future analysis.

The production of interpolation grids at Next-to-Next-to-Leading-Order (NNLO) is a very resource heavy endeavor, costing hundreds of thousands of CPU hours on a computing cluster. A software pipeline was written as part of this thesis to automate the entire workflow of producing interpolation grids at NNLO. The pipeline handles the creation of interpolation grids and the creation of plots for cross checks of the interpolation quality. It is accompanied by an intuitive web user interface to present these automatically generated plots. The pipeline is used to create Z+jet interpolation grids as an example and will be used for other processes of interest in the future.
Outline  Chapter 2 of this thesis outlines the theoretical foundations required for the study of Z+jet events at the LHC. Chapter 3 discusses the experimental setup of this analysis and its objectives. Chapter 4 gives a brief overview of the interpolation technique for cross section predictions. Chapter 5 describes in detail the implementation of a pipeline for the production of interpolation grids. The actual production of Z+jet interpolation grids is documented and analyzed in Chapter 6.
Theoretical Framework

Notations and Conventions  This thesis uses the natural unit notation in which the reduced Planck’s constant and the speed of light are set to unity

\[ h = c = 1 \]

According to the Einstein summation convention repeated indices in single terms that are not defined otherwise are summed over all possible values, e.g.,

\[ a^i b^j = a^0 b^0 + a^1 b^1 + a^2 b^2 \]

Greek indices run over 0, 1, 2, 3 and denote the four spacetime dimensions with

\[ x_\mu = g_{\mu \nu} x^\nu \]

where \( g_{\mu \nu} \) is the Minkowski metric tensor.

2.1 The Standard Model of Particle Physics

The physical laws of the universe are governed by four fundamental forces known as the electromagnetic, weak, strong, and gravitational force. The Standard Model of particle physics (SM) [1, 2] describes three of the four fundamental forces of nature, excluding gravity, and all known elementary particles. The SM is a quantum field theory, meaning that the Lagrangian consists of operators which are defined at all points in spacetime. Elementary particles are described as excitations of their respective particle field operators.

Figure 2.1 shows a list of all particles in the SM. They can be categorized into \textit{bosons} with integer spin and \textit{fermions} with half-integer spin. Fermions are the fundamental constituents of matter while bosons are responsible for mediating forces between fermions. There are two groups of fermions, the \textit{quarks} who interact with the strong force and the \textit{leptons} who do not interact strongly.
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Figure 2.1: Illustration of all elementary particles of the SM with their respective properties. Particle mass data taken from [3]. Exact neutrino masses are unknown, but the sum of all three neutrino masses is constrained by $\sum m_\nu < 120 \text{ meV} \ (95\% \text{ C.L.})$ [4].

**Gauge theory**  The SM Lagrangian is invariant under certain Lie groups of local transformations on fields, which can be written as

$$\psi(x) \rightarrow e^{i\alpha^a(x)t^a} \psi(x)$$  \hspace{1cm} (2.1)

where $\psi$ denotes a field operator, $\alpha^a(x)$ a set of real valued functions defined on all spacetime points $x$ and $t^a$ the generators of the Lie group. The symmetry group of the SM is the product of $\text{U}(1) \times \text{SU}(2)_L \times \text{SU}(3)$, where $\text{U}(1)$ refers to the group of one-dimensional unitary matrices and $\text{SU}(N)$ to the group of $N$-dimensional special unitary matrices. The $\text{SU}(N)$ is defined by the commutation relations

$$[t^a, t^b] = i f^{abc} t^c$$  \hspace{1cm} (2.2)

with structure constants $f^{abc}$. This is also known as a non-abelian gauge theory, because of its non-commuting generators. Every symmetry of the Lagrangian is associated with a fundamental force and gives rise to corresponding gauge boson fields, which act as force carriers.
2.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction and is based on the SU(3) symmetry group. Starting from a Lagrangian of noninteracting free quark fields and enforcing gauge invariance one can derive the famous Yang-Mills Lagrangian of QCD

\[ \mathcal{L}_{\text{QCD}} = \sum f \bar{\psi}_f (i \gamma^\mu D_\mu - m_f) \psi_f - \frac{1}{4} G^a_{\mu\nu} G^{a\mu\nu} \]  

(2.3)

where the sum goes over all quark flavors \( f \). \( D_\mu \) denotes the gauge covariant derivative and \( G^a_{\mu\nu} \) the gluon field strength tensor with \( a = 1, \ldots, 8 \). These are defined as

\[ D_\mu = \partial_\mu - ig A^a_\mu t^a \]  

(2.4)

\[ G^a_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g f^{abc} A^b_\mu A^c_\nu \]  

(2.5)

with \( g \) being a dimensionless coupling constant and \( A^a_\mu \) the field operators for the eight gauge bosons of the SU(3), namely the gluons. The covariant derivative leads to an interaction between quarks and gluons, while the quadratic field strength tensor term in the Lagrangian leads to gluon-gluon interaction terms. A pictorial representation of these interactions in form of so-called Feynman diagrams is given by Figure 2.2.

**Running coupling** Applying perturbation theory to quantum field theories will often lead to infinite integrals. There is a technique called renormalization that can be used to control these infinities. In essence, the bare parameters of the Lagrangian are replaced with so-called physical parameters which are experimentally determined. A negative side effect of the renormalization of QCD is the introduction of a non-physical parameter, the renormalization scale.

The evolution of the strong coupling \( \alpha_s \) as a function of the renormalization scale \( \mu_r^2 \) is given at Leading-Order (LO) by

\[ \alpha_s (\mu_r^2) = \frac{12 \pi}{(33 - 2 n_f) \ln(\mu_r^2/\Lambda^2)} \]  

(2.6)
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Figure 2.3: Gauge field configuration associated with the separation of color charges. It becomes energetically favorable to create a quark-antiquark pair at some point as the distance increases.

where $n_f$ is the number of quark flavors and $\Lambda^2$ the momentum scale. Any observable that depends on $\alpha_s$ will also depend on the renormalization scale. However, since the scale is merely an artifact of the renormalization prescription, one has to conclude that observables cannot possibly depend on the scale. Any such scale dependence comes from the perturbative series only being evaluated for a fixed order. An appropriate choice for the scale has to be made in order to get good predictions.

**Asymptotic freedom** A natural scale choice for particle collisions is to set the scale equal to the momentum transfer $Q^2$. As the running coupling in equation 2.6 is a monotonically decreasing function, the interactions between quarks become asymptotically weaker as the momentum transfer increases. This effect is known as *asymptotic freedom*. It allows for accurate perturbative calculations at high energies and short distances.

**Color confinement** All bound states of QCD have to be color neutral, hence single quarks or gluons cannot be observed in nature as free particles. This phenomenon is known as *color confinement*. This property comes as a direct consequence of non-abelian gauge theories having charged gauge bosons. If one attempts to separate color neutral composites into colored components, the gluon field between the charges will form a tube of constant energy density. When the distance between the charges becomes too large, and with it the energy of the gluon field, it becomes energetically favorable to split the tube by creating a quark-antiquark pair. Figure 2.3 illustrates the separation of color charges in QCD. This phenomenon is observed in particle accelerators when individual quarks or gluons are produced in particle collisions. Due to color confinement, quark-antiquark pairs get created and form a collimated stream of color neutral hadronic particles, called a jet.
2.3 Parton Distribution Functions

The structure of hadrons, such as protons and neutrons, cannot be calculated perturbatively as they reside within the strongly coupled low-energy regime. It is, however, of essential importance to know the structure of hadrons in order to make accurate predictions for high-energy collisions between hadrons. The parton model for hadrons was introduced as a substitute for missing QCD predictions. In this model, hadrons are assumed to consist of a loosely bound assemblage of constituents, called partons. Hadrons consist of so-called valence quarks which give rise to its quantum numbers and a large number of gluons and quark-antiquark pairs formed by so-called sea quarks.

The Parton Distribution Functions (PDFs) $f_i(x, \mu_f^2)$ describe the probability of a parton $i$ to carry a momentum fraction $x$ of the total proton momentum. The factorization scale $\mu_f^2$ is another non-physical parameter that impacts the perturbative expansion. It defines the dividing line between the process description through PDFs ($Q^2 < \mu_f^2$) and through a perturbative expansion ($Q^2 > \mu_f^2$). PDF sets are produced by various groups, e.g., NNPDF [5], HERA [6], CTEQ [7], ABM [8], MMHT [9]. Figure 2.4 shows the PDFs for two different choices of $\mu_f$.

**Figure 2.4:** The NNPDF3.1 NNLO PDFs, evaluated at $\mu_f^2 = 10$ GeV$^2$ (left) and $\mu_f^2 = 10^4$ GeV$^2$ (right) from [5].

**2.3 Parton Distribution Functions**

The cross section of proton-proton collisions can be described in terms of the simpler partonic cross section by using the factorization theorem [10, 11]. The hard process happens between two partons originating from the protons with a momentum fraction given by their respective PDFs. Integrating and summing over all
possible partons and momenta one can derive the proton-proton cross section
\[ d\hat{\sigma}_{pp\rightarrow X} = \sum_{i,j} \int dx_1 dx_2 f_{i/p}(x_1, \mu_f) f_{j/p}(x_2, \mu_f) \times d\hat{\sigma}_{ij\rightarrow X}(x_1, x_2, \mu_r, \mu_f, \alpha_s(\mu_r)) \] (2.7)

This formula allows for quantitative predictions since the parton-level cross section can be calculated in perturbative Quantum Chromodynamics (pQCD) and the PDFs are known from experimental measurements. Figure 2.5 shows a pictorial illustration of the factorization theorem.

**DGLAP Evolution Equations** The dependence of PDFs \( f_i(x, \mu_f^2) \) on the factorization scale \( \mu_f^2 \) is described by the DGLAP [12–14] evolution equations
\[ \frac{\partial f_i(x, \mu_f^2)}{\partial \ln(\mu_f^2)} = \frac{\alpha_s(\mu_f^2)}{2\pi} \sum_j \int_x ^1 \frac{d\xi}{\xi} P_{ij}(x/\xi) f_j(\xi, \mu_f^2) \] (2.8)

with \( i, j \) going over all partons. The so-called splitting functions \( P_{ij}(x/\xi) \) describe the probability of a parton \( j \) with momentum \( \xi \) to emit a parton \( i \) with momentum \( x \). The evolution equations allow for one PDF set to be used for predictions with a dynamic scale. The splitting functions do not have to be measured, they can be calculated in pQCD.
3.1 The Large Hadron Collider

With a circumference of 27 km and a center of mass energy of up to 14 TeV the Large Hadron Collider (LHC) [15] is currently the most powerful particle accelerator worldwide. The LHC is located at the France-Switzerland border and was built by the European Organization for Nuclear Research (CERN) in a collaboration of thousands of scientists from over 100 countries. The construction started in 1998 and finished in 2008. The LHC started its first operation in 2009 with proton collisions with a center of mass energy of 7 TeV which was increased to 8 TeV in 2012. The LHC shut down in 2013 for maintenance and upgrades and was relaunched two years later in 2015 with a center of mass energy of 13 TeV.

Figure 3.1 depicts an illustration of the CERN complex with the LHC. The LHC is designed to collide beams of protons or heavy ions, which are pre-accelerated by a set of particle accelerators prior to entering the LHC. There are four interaction points with particle detectors in which the particle beams collide: ALICE [16], ATLAS [17], CMS [18] and LHCb [19].
3.2 The Compact Muon Solenoid Experiment

Coordinate Conventions

The Compact Muon Solenoid (CMS) detector has a fixed and well defined coordinate system which is used throughout this thesis. The origin of the coordinate system is in the main collision point at the center of the detector. The cartesian axes are defined as

- $x$ horizontal and pointing towards the center of the LHC
- $y$ vertical and pointing upwards
- $z$ horizontal and pointing along the beam axis westward

A visual representation of the coordinate system is illustrated in Figure 3.2.
The transverse momentum \( p_T \) of a particle is defined as

\[
p_T = \sqrt{p_x^2 + p_y^2}
\]  

(3.1)

**Rapidity and Pseudorapidity**

In high energy physics it is common practice to use rapidity and pseudorapidity instead of a particle’s polar angle. Differences in rapidities are invariant under Lorentz boosts along the beam axis \( z \) and offer therefore a better basis for studying collisions.

The rapidity \( y \) of a particle is defined as

\[
y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right)
\]  

(3.2)

where \( E \) is the total energy of the particle and \( p_z \) its momentum along the beam axis.

The pseudorapidity \( \eta \) is a function of the polar angle \( \theta \) between the particle and the beam axis

\[
\eta = -\ln \left[ \tan \left( \frac{\theta}{2} \right) \right]
\]  

(3.3)

On first sight the rapidity and pseudorapidity of a particle seem quite different, but they are indeed closely related. The pseudorapidity can also be written down as

\[
\eta = \frac{1}{2} \ln \left( \frac{\sqrt{p^2} + p_z}{\sqrt{p^2} - p_z} \right)
\]  

(3.4)

In the vicinity of a particle approaching the speed of light, or its mass being negligible \((E \approx |\vec{p}|)\), the pseudorapidity will converge to the same value as the rapidity.
Detector

The CMS detector [18] is a general-purpose detector that sits at one of four collision points at the LHC. It has a cylindrical structure that is 15 meters high and 21 meters long. The collision point in the center of the detector is surrounded by layers of sub-detectors. Fig. 3.3 shows a slice of the CMS detector and how various particles interact with its components. The detector consists of the following components, starting from the center towards the outside:

Silicon Tracker The silicon tracker is composed of three layers of silicon pixel detectors, surrounded by ten layers of silicon strip detectors. The tracker has a full azimuthal coverage within $|\eta| < 2.5$. The silicon pixel detector has 1440 modules that contain a total of 66 million pixels in an area of about $1 \text{ m}^2$. It is surrounded by 15 148 strip detector modules with a total of 9.3 million strips and an active area of $198 \text{ m}^2$. The tracker can reconstruct the paths of high-energy charged particles through the magnetic field, which allows for a precise measurement of particle momenta.

Electromagnetic Calorimeter The electromagnetic calorimeter consists of 61 200 lead tungstate (PbWO$_4$) crystals in the central barrel region with an additional 7324 crystals in each of the two endcaps. This allows for the measurement of the energy...
of charged particles with an excellent energy resolution. The barrel region covers the pseudorapidity range $|\eta| < 1.479$ and is complemented by the endcap region coverage in $1.479 < |\eta| < 3.0$.

**Hadron Calorimeter**  The brass-scintillator sampling hadron calorimeter with coverage up to $|\eta| < 3.0$ is responsible for the energy measurement of hadrons. It is complemented by a different kind of hadron calorimeter in the forward region $3.0 < |\eta| < 5.2$ using a Cherenkov-based, radiation-hard technology.

**Superconducting Solenoid**  The NbTi superconductor is operated at a temperature of 4K and can generate a magnetic field strength of up to 4T. The superconductor encloses the calorimeters and silicon tracker and bends the tracks of charged particles inside. The strong magnetic field allows for a high momentum resolution of charged particles in the tracking system.

**Muon System**  The muon system is located outside the solenoid and consists of about 25,000 m$^2$ of detection planes that cover the pseudorapidity range $|\eta| < 2.4$. This system uses drift tubes and cathode strip chambers to track the spatial position of particles and resistive plate chambers as an additional trigger with fast readout times. This allows for the identification and measurement of muons with high precision.

### 3.3 Production of a Z Boson in Association with a Hadronic Jet

The Z boson is the neutral vector boson of the weak interaction. It is a heavy spin 1 particle with a mass of 91.187 GeV. The Z boson is very short-lived due to its heavy mass and has a half-life of $3 \times 10^{-25}$ s. The detection of Z bosons is only done indirectly through its decay channels. Z bosons decay into all fermion anti-fermion pairs of the SM, except for the higher-mass top quarks. The branching ratios of the individual decay modes of the Z boson are shown in Table 3.1. The hadronic channel has the largest contribution to the Z boson decay. The summation over all color charges in the Feynman diagrams explains the higher branching ratio compared to leptons. The analysis in this thesis utilizes the CMS detector’s ability to measure muons precisely and therefore focuses on the muon channel with a branching ratio of approximately 3.367%.

Figure 3.4 shows the LO Feynman diagrams of the Z+jet channel. A virtual Z boson is created at the double quark vertex and decays subsequently into a muon anti-muon pair. The main channels for Z boson production are quark-gluon and quark-antiquark of the same flavor. The high quark-gluon cross section makes the Z boson a prime target for PDF studies, as the lesser known gluon PDF has a large impact on the cross section.
Table 3.1: Z boson decay modes and branching ratios [3]

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Branching ratio / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadrons</td>
<td>69.91(6)</td>
</tr>
<tr>
<td>Down type</td>
<td>15.6(4)</td>
</tr>
<tr>
<td>Up type</td>
<td>11.6(6)</td>
</tr>
<tr>
<td>Charged leptons</td>
<td>10.097(3)</td>
</tr>
<tr>
<td>Electron</td>
<td>3.363(4)</td>
</tr>
<tr>
<td>Muon</td>
<td>3.366(7)</td>
</tr>
<tr>
<td>Tau</td>
<td>3.367(8)</td>
</tr>
<tr>
<td>Neutrinos</td>
<td>20.00(6)</td>
</tr>
</tbody>
</table>

**Figure 3.4:** Feynman diagrams of the Z+jet channel in LO with the largest contribution to the cross section. An additional three diagrams in LO exist, which can be constructed by reversing the direction of the quark propagator.

### 3.4 Objectives of the Z+Jet Analysis

The objective of this analysis is to further constrain the PDF uncertainties, especially those of the gluon PDF. This thesis performs the necessary theory calculations for such an analysis and prepares them to be suitable for PDF fits. The evaluation of CMS data and the subsequent fitting of these data with the provided theory calculations is outside the scope of this thesis. This section describes the binned observables and selection cuts used in the analysis.

#### 3.4.1 Triple-Differential Cross Section

The Z+jet analysis consists of two triple-differential studies of the cross section

\[
\frac{d^3\sigma}{dy_b dy^* dp_T^2} \quad \text{and} \quad \frac{d^3\sigma}{dy_b dy^* d\phi_\eta^*} \quad (3.5)
\]

In both cases, the cross section \(\sigma\) is differentiated with respect to \(y_b\) and \(y^*\), which are rapidity variables of the Z+jet system. The third differentiation is with respect to \(p_T^2\) or \(\phi_\eta^*\), which only depend on the Z boson.
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Figure 3.5: Illustration of event topologies of the Z boson and leading jet in the \( y_b \) and \( y^* \) kinematic plane. The original image [23] is from a dijet analysis, but the topology is the same with one jet replaced by a Z boson.

Rapidity Regions

The dependence of the cross section on the rapidity \( y^Z \) of the Z boson and the rapidity \( y^{\text{jet}} \) of the leading jet is expressed in terms of two different observables, \( y_b \) and \( y^* \).

\[
y_b = \frac{1}{2} \left| y^Z + y^{\text{jet}} \right| \tag{3.6}
\]

\[
y^* = \frac{1}{2} \left| y^Z - y^{\text{jet}} \right| \tag{3.7}
\]

\( y_b \) is a measure of the boost of the Z+jet system and \( y^* \) a measure of the polar scattering angle in the center-of-mass system. Figure 3.5 illustrates the relationship of \( y_b \), \( y^* \) and the geometry of the Z+jet system.
The $\phi_\eta^*$ Observable

The $\phi_\eta^*$ variable [24] is purely dependent on angular parameters. $\phi_\eta^*$ is described with the help of another variable $\theta_\eta^*$ which is defined as

$$\cos(\theta_\eta^*) = \tanh\left(\frac{\eta^- - \eta^+}{2}\right)$$  

(3.8)

where $\eta^-$ and $\eta^+$ refer to the pseudorapidities of the negatively and positively charged lepton of the decayed Z boson. With the addition of $\Delta\phi$, the azimuthal angle between the two leptons, one can write down $\phi_\eta^*$ as

$$\phi_\eta^* = \tan\left(\frac{\pi - \Delta\phi}{2}\right) \sin(\theta_\eta^*)$$  

(3.9)

The reason for using $\phi_\eta^*$ over the more conventional $p_Z^T$ is that $\phi_\eta^*$ can be measured more accurately, due to it being a purely angular quantity.

3.4.2 Event Selection

The selection of events is central to obtaining a meaningful dataset that is suited for cross section studies. The following selection criteria were chosen:

**Jets**  Only Z+Jet inclusive events are selected and analyzed, meaning that the number of jets is restricted to be a minimum of 1.

$$N^{\text{jets}} \geq 1$$  

(3.10)

Jet reconstruction becomes increasingly difficult with higher rapidities in the endcap regions due to tracker limitations. To mitigate this effect a cut on the pseudorapidity of the leading jet is used:

$$|\eta^{\text{jet}}| < 2.4$$  

(3.11)

Low energy jets are difficult to calibrate and suffer from large systematic biases. Therefore, a lower limit on the transverse momentum of the leading jet is imposed:

$$p_T^{\text{jet}} > 20 \text{ GeV}$$  

(3.12)

**Muons**  To achieve a high precision muon reconstruction, only muons in the pseudorapidity region

$$|\eta^{\mu}| < 2.4$$  

(3.13)

are selected. Additionally, a lower threshold for the muon transverse momenta is used:

$$p_T^{\mu} > 25 \text{ GeV}$$  

(3.14)
The dimuon invariant mass range is set to 20 GeV around the official Particle Data Group (PDG) Z boson mass to increase the probability that the muon anti-muon pair originated from a decayed Z boson.

\[
| M^Z - M^Z_{\text{PDG}} | < 20 \text{ GeV} \quad (3.15)
\]

Z boson  The dimuon invariant mass range is set to 20 GeV around the official Particle Data Group (PDG) Z boson mass to increase the probability that the muon anti-muon pair originated from a decayed Z boson.

Binning

Table 3.2 shows the standard binning used in this analysis. There are 5 bins of equal size for both \( y_b \) and \( y^* \) in the range of 0 to 2.5. This amounts to only 15 bins in total instead of 25, due to the chosen cuts in the phase space. The sum of the upper bin edges of \( y_b \) and \( y^* \) is restricted to not exceed the value 3.0, which results in only 15 bins. The standard binning for \( p_T^Z \) consists of 19 bins of various sizes in the range of 25 GeV to 1000 GeV. A different \( p_T^Z \) binning was chosen for rapidity bins that are less populated by events. The same is true for the \( \phi^*_\eta \), which has a standard binning of 18 bins in the range of 0.4 to 50. Table 3.3 shows a map of the binning from Table 3.2.


Table 3.3: Map of the triple-differential binning, as defined in 3.2.

<table>
<thead>
<tr>
<th>$y^{\text{max}}$</th>
<th>$y_b^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>X</td>
</tr>
<tr>
<td>2.0</td>
<td>E  E</td>
</tr>
<tr>
<td>1.5</td>
<td>S  S  E</td>
</tr>
<tr>
<td>1.0</td>
<td>S  S  S  E</td>
</tr>
<tr>
<td>0.5</td>
<td>S  S  S  S  E</td>
</tr>
<tr>
<td>0.0</td>
<td>0.5 1.0 1.5 2.0 2.5</td>
</tr>
</tbody>
</table>


4. Theory Predictions for Z+Jet Events

4.1 Next-to-Next-to-Leading-Order Calculations

Next-to-Leading-Order (NLO) QCD predictions for Z+jet production have existed for a long time now, and are e.g. implemented in the Monte-Carlo event generator SHERPA [25] in combination with BLACKHAT [26] or OPENLOOPS [27] for loop diagrams. The predecessor studies [28–30] to this thesis have used NLO predictions from SHERPA for PDF fits of CMS data at $\sqrt{s} = 13$ TeV. In recent developments, the Next-to-Next-to-Leading-Order (NNLO) corrections to the Z+jet production became available and were implemented in the parton-level Monte Carlo generator NNLOJET [31–33]. The NNLO calculation in [31] yielded a $1\%$ increase to the NLO cross section and significantly reduced scale variation uncertainty. Similar results are to be expected for the phase space defined in this thesis.

4.2 Interpolation Technique for Cross Sections

The calculation of cross sections in hadron collisions are increasingly demanding in time consumption, taking up to several years of computing time for high precision results. However, the fitting procedure used in PDF fits requires repeated calculations of the cross section for varying PDFs. An efficient technique for repeated calculations with varying PDFs is therefore required. This technique is implemented by two projects, fastNLO [34–36] and APPLGRID [37, 38].

The cross section is a convolution integral over $\alpha_s$, the PDFs and the hard scattering process, which is time-consuming to calculate.

$$\sigma_{pp\rightarrow X} = \sum_{abn} \int dx_1 dx_2 \alpha_s^2(\mu_r) f_{a/p}(x_1, \mu_f) f_{b/p}(x_2, \mu_f) \sigma_{ab\rightarrow X}(x_1, x_2, \mu_r, \mu_f)$$  \hspace{1cm} (4.1)

The use of interpolation techniques enables the separation of the $\alpha_s$ and PDF dependence from the hard scattering process. The PDFs are approximated as a sum of eigenfunctions $E_i$ on a grid in $x$.

$$f_{a/p}(x) \approx \sum_i f_{a/p}(x_i) E_i(x)$$  \hspace{1cm} (4.2)
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The set of eigenfunctions constitutes an orthonormal and complete basis, fulfilling the relations

\[ E_i(x_k) = \delta_{ik} \]  

\[ \sum_i E_i(x) = 1 \]  

The same procedure is used to extract the scale dependence of the hard scattering process.

\[ \sigma_{ab \rightarrow X}^n(\mu) \approx \sum_k \sigma_{ab \rightarrow X}^n(\mu_k) E_k(\mu) \]  

The time consuming part of the cross section is calculated once, using the formula

\[ \tilde{\sigma}_{n,i,j,k,a,b} = \int dx dx' E_i(x) E_j(x') E_k(\mu) \sigma_{ab \rightarrow X}(x,x',\mu) \]  

and stored in so-called interpolation grids. Finally, the cross section can be expressed by a sum

\[ \sigma_{pp \rightarrow X} = \sum_{\alpha_1,...,\alpha_m} \alpha^n_s(\mu_k) f_{a/p}(x_i, \mu_k) f_{b/p}(x_j, \mu_k) \tilde{\sigma}_{n,i,j,k,a,b} \]  

The scale is expressed as a generic function of \( m \) variables

\[ \mu = \mu(O_1, ..., O_m) \]  

Instead of performing the interpolation on the scale directly, the interpolation is now performed on the \( m \) variables. After calculating the interpolation grid coefficients, the cross section can be calculated for any given function \( \mu(O_1, ..., O_m) \). A grid is introduced for every Observable \( O_i \rightarrow O_{i,o_i} \), with

\[ \mu_{o_1,...,o_m} = \mu(O_{1,o_1}, ..., O_{m,o_m}) \]  

This leads to the introduction of a set of \( m \) eigenfunctions:

\[ \sigma_{ab \rightarrow X}^n(\mu) \approx \sum_{\alpha_1,...,\alpha_m} E_{\alpha_1}(O_1) \cdot ... \cdot E_{\alpha_m}(O_m) \cdot \sigma_{ab \rightarrow X}^n(\mu_{o_1,...,o_m}) \]  

The approximation of the cross section is then given by

\[ \sigma_{pp \rightarrow X} = \sum_{\alpha_1,...,\alpha_m} \alpha^n_s(\mu_{o_1,...,o_m}) f_{a/p}(x_i, \mu_{o_1,...,o_m}) f_{b/p}(x_j, \mu_{o_1,...,o_m}) \tilde{\sigma}_{n,i,j,a,b,o_1,...,o_m} \]
4.3 NNLOJet Workflow

The production of interpolation grids with NNLOJet is split into so-called *channels*. These channels correspond to different sets of Feynman diagrams in the perturbative expansion. The NNLOJet workflow with interpolation grids consists of the following steps:

**Pre-processing**  The format and parameterization of the interpolation grids has to be established. Small test runs with a limited number of events are performed and analyzed in order to determine the optimal number of interpolation nodes, the interpolation order, etc.

**Vegas integration**  The Vegas integration is used to optimize the event generation. It measures the accessed phase space and creates an approximate probability distribution function for each channel, that is later used to generate events.

**Phase space determination**  The phase space is measured in terms of the momentum fraction $x$ and the scale $\mu^2$. This information is required in order to calculate the optimal placement of interpolation grid nodes in $x$ and $\mu^2$. The phase space calculation is reasonably fast, as the CPU expensive weight calculation is not required for this step.

**Interpolation grid production**  The interpolation grid production is split into many parallel jobs. This step consumes the most resources and can take years of CPU time to complete.

**Merging process**  The interpolation grids that were created by the previous step are combined into a final set of grids. After the merging process is complete, the output of all production jobs can be in principal deleted, thus greatly reducing the output size. For the case of a later statistical analysis, however, the individual results must be kept.
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Creating interpolation grids with NNLOjet is tedious and very time consuming. The desire to reduce this workload has prompted the development of a pipeline that automates and streamlines the production of interpolation grids as a central part of this thesis. This has led to a significant increase in productivity and a reduction of human error. The pipeline also handles the creation of plots for cross checks of the interpolation quality and is accompanied by an intuitive web User Interface (UI) to evaluate these plots. This chapter contains a detailed description of the design and functionality of the pipeline.

5.1 Software Framework

**LUIGI**

LUIGI [40] is a Python framework that was developed by Spotify and is designed to build complex pipelines of batch jobs. LUIGI utilizes a central scheduler that schedules *tasks* to a number of worker nodes. A task may have dependencies on other tasks to be completed before it can be executed. Upon requesting a specific task to be run, the central scheduler will resolve all dependencies and schedule the necessary tasks to its worker nodes. This architecture allows for complex non-linear dependency graphs, since one does not have to compute the entire pipeline all at once.

Figure 5.1 outlines the basic structure of a task in LUIGI. Every task consists of three main methods: *requires*, *output* and *run*. The requires method returns all other tasks that are required to be completed before the run method can be executed. The output method defines the specific filename or directory in the local filesystem in which the output of this task will be stored. The run method contains the code to be executed by a worker node. LUIGI does not utilize a database to determine completed tasks, but will call the output method of a task to look up whether the specified target exists in your filesystem. The output of any task can therefore be supplied from external sources as well without having to run the specified task.
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```python
class MyTask(luigi.Task):
    # parameters for this task
    param = luigi.Parameter()

    def requires(self):
        # dependencies on other tasks
        return SomeOtherTask(self.param)

    def output(self):
        # output filename
        return luigi.LocalTarget('out.txt')

    def run(self):
        # business logic of the task
```

Figure 5.1: Outline of a basic Luigi task

**LAW**

LAW (LUIGI analysis workflow) [41] offers a layer of abstraction on top of LUIGI for run locations, storage locations and software environments. Of special interest for this work is LAW’s built in support for large scale computations on the Worldwide LHC Computing Grid (WLCG). LAW can automatically submit to batch systems with HTCondor [42] and utilize remote dCache targets with all WLCG protocols (srm, xrootd, …).

Additionally, LAW makes use of so called workflows. A workflow consists of a number of branches of the same LUIGI task. They are well suited for tasks that need to be run many times in parallel with different parameters. A workflow is considered successful when all of its branches completed successfully, or when the number of failed branches is below a specified threshold.

### 5.2 Design and Execution

This section describes the inner workings of the pipeline and how to use it.

#### 5.2.1 Project Structure and Setup

The `nnlo-law-analysis` package uses Git version-control and comes with LAW, LUIGI and SIX [43] (Python 2 and 3 compatibility library) as Git submodules. Instructions to install the project and run a test production can be found in Appendix A.1.
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Required Software
- **fastNLO** — code for creation and evaluation of interpolation grids
- **NNLOjet** rev. 5088 — parton-level Monte Carlo generator
- **NNLO-Bridge 0.0.40** — interface between fastNLO and NNLOjet
- **HTCondor 8.6.5** — batch system
- **GFAL2** [44] 2.15.4 — grid file access library
- **Python 2.7 & 3.5**

Required Analysis Files
The nnlo-law-analysis package requires a modified NNLOjet runcard and fastNLO steering files to run an analysis. The repository comes with an example runcard and steering file that can be used to make a simple test run.

The modified NNLOjet runcard can be created by taking a runcard that follows the NNLOjet specifications and inserting a few substitution strings into it. The syntax for these substitution strings is a name in capital letters surrounded by "@", e.g. @CHANNEL@.

The complete list of substitution strings is: @CHANNEL@, @EVENTS@, @ITERATIONS@, @SEED@, @WARMUP@, @PRODUCTION@, @UNIT_PHASE@, @REGION@.

These strings denote values within the runcard that vary in different stages of the interpolation grid production. The example runcard that comes with the nnlo-law-analysis package already has these substitution strings in the correct positions and can be used as a template for other runcards. Alternatively, the runcard used for the Z+jet analysis in this thesis is in Appendix A.3 and also contains those strings. The fastNLO steering files require no such substitution, they only have to be compatible with the runcard.

5.2.2 Configuration
The Luigi configuration file is the centerpiece of the pipeline. Every task and workflow has a set of so-called Luigi parameters that can be set inside the configuration file. This allows for a lot of flexibility while making the results of an analysis reproducible, since the behavior of the pipeline is entirely determined by the configuration file. An example of a configuration file is shown in Figure 5.2.

The file is made up of different sections. Every parameter can be set inside of the [DEFAULT] section and every task will inherit these defaults. Parameters that have the same value for every task are supposed to be defined inside of that section, e.g. name, process, channels. Additionally, every task has a dedicated [TaskName] section for itself, in which parameters can be defined. Should a certain parameter be defined in both the default section and a task section, then the definition inside of the task section will take precedence. For instance, default HTCondor parameters should be configured inside
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[DEFAULT]
name = ZJtriple
process = ZJ
channels = LO R V RRa RRb RV VV
wlcg_path = srm://cmssrm-kit.gridka.de:8443/srm/...
htcondor_accounting_group = cms.jet
htcondor_requirements = (TARGET.ProvidesCPU==true)
htcondor_request_cpus = 1
htcondor_request_memory = 4096
...

[Warmup]
warmup_events = 200000 10000 40000 5000 5000 10000 20000
warmup_iterations = 10 10 10 10 10 10 10
starting_seed = 0
htcondor_request_cpus = 20
htcondor_request_memory = 16384
...

Figure 5.2: Example of a Luigi configuration file.

of the [DEFAULT] section, and then overridden for individual tasks that have other requirements.

5.2.3 Scheduling and Resubmission of Workflows

The pipeline is composed of a total of 17 tasks and workflows. Each task constitutes a valid computation that can be executed by running

$ law run TaskName

Luigi takes care of required dependencies and schedules all missing tasks up to the requested task. The option flag \texttt{--print-status} prints out a list of required tasks and the status of their outputs.

$ law run TaskName --print-status -1

The number in the print-status argument denotes the depth of task dependencies that gets printed out, where 0 stands for the task itself and -1 for no depth limit.
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Luigi does not have a database to keep track of task completions. Rather, it makes an inspection of the defined output of a task, and its existence on the filesystem defines whether the task has already been run successfully. In order to rerun a certain task, its output has to be deleted or moved. This can be done with:

```
$ law run TaskName --remove-output 0
```

5.2.4 Progressive Increase of the Number of Interpolation Grids

A full production at NNLO requires a large amount of computing resources, usually requiring over 100,000 CPU hours. Therefore, it is essential to be able to run the production with a smaller amount of events beforehand. The chosen solution to this problem is to set up a production with only a few jobs in each channel and to allow a progressive increase of that number after the workflow has already run. This also solves the problem of not knowing beforehand how many events are required for a statistically significant production.

**Recommended Mode of Operation**

1. Configure the pipeline with a few production jobs in each channel
2. Run the full pipeline, including the merging process and plotting
3. Evaluate the results and possibly start over with new adjustments
4. Increase the number of production jobs and rerun the production step, existing interpolation grids will not be resubmitted
5. Remove or relocate the output of the merging process and all plots in order to rerun this step
6. Evaluate the results and go to step 4. to further increase the number of production jobs

5.2.5 Limitations and Opportunities for Improvements

One of the limitations of the current design are the existence of untracked files. It is impossible to track every file individually, since the number of files can potentially exceed 100,000 files and that would lead to too many system calls. The natural solution is to store multiple output files of one task in a directory and only track the directory. However, the merging process and certain plotting scripts require a specific directory structure. These untracked files can only be removed manually, since LAW has no knowledge of their existence. This makes the pipeline harder to use and can cause problems if output is not removed correctly. Existing scripts that depend on a specific directory structure have to be rewritten to solve this issue.
Another issue that causes problems is the submission file in HTCondor jobs. Its only purpose is to track job IDs, but a bug in LAW causes the submission file not to be removed with the remove-output flag. The file has to be removed manually if the user wants to re-run an HTCondor workflow.

5.3 Implemented Workflows and Tasks

Workflows and tasks can be categorized into three main parts. The first one is the production of interpolation grids with NNLOjet over HTCondor. The second part manages the merging of interpolation grids created by the previous step. The last part of the pipeline consists of various plotting scripts.

A workflow in LAW is a task with a number of branches that can be computed in parallel. There are two types of workflows used in this project: LocalWorkflow does the computation of branches on the same computer as the scheduler, whereas HTCondor-Workflow sends the individual branch tasks over HTCondor for them to be computed on a batch system.

Table 5.1 shows a complete list of all the tasks and Figure 5.3 illustrates them in a graph with their dependencies. The following subsections give a more detailed description of the implemented tasks.

5.3.1 Interpolation Grid Production

The production of interpolation grids is done on a distributed computing cluster over HTCondor and its output is stored on a dCache fileserver. The production consists of four main steps:

**Warmup HTCondorWorkflow**
The Warmup workflow performs the Vegas integration for the defined phase space in the runcard. The number of events and iteration steps are defined for each channel. One multicore job per channel is submitted via HTCondor. The output of each branch is a tar archive containing the result of the Vegas integration.

**FastWarm HTCondorWorkflow**
The FastWarm workflow is responsible for the determination of the accessed phase space in $x$ and $Q^2$. The resulting warmup table contains the minimum and maximum value of $x$ and $Q^2$ in each bin. The number of events and the number of jobs for each channel can be specified. The output of each branch is a tar archive containing fastNLO warmup tables.

**MergeFastWarm Task**
The MergeFastWarm task manages the merging of all warmup tables created by the FastWarm workflow. It unzips all FastWarm tar files inside a temporary directory and then it merges the warmup tables for every observable. The merging procedure takes a
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Table 5.1: List of implemented tasks and workflows

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Type</th>
<th>Req.</th>
<th># Branches</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BaseRuncard</td>
<td>Task</td>
<td>—</td>
<td>—</td>
<td>The base runcard</td>
</tr>
<tr>
<td>2</td>
<td>Steeringfiles</td>
<td>Task</td>
<td>—</td>
<td>—</td>
<td>Tar archive with steering files</td>
</tr>
<tr>
<td>3</td>
<td>Warmup</td>
<td>Condor</td>
<td>1</td>
<td>(N_{ch})</td>
<td>Tar archive with Vegas integration results</td>
</tr>
<tr>
<td>4</td>
<td>FastWarm</td>
<td>Condor</td>
<td>1,2,3</td>
<td>(\sum N_{jobs})</td>
<td>Tar archive with warmup tables</td>
</tr>
<tr>
<td>5</td>
<td>MergeFastWarm</td>
<td>Task</td>
<td>4</td>
<td>—</td>
<td>Tar archive with merged warmup tables</td>
</tr>
<tr>
<td>6</td>
<td>FastProd</td>
<td>Condor</td>
<td>1,2,3,5</td>
<td>(\sum N_{jobs})</td>
<td>Tar archive with interpolation grids</td>
</tr>
<tr>
<td>7</td>
<td>CopyTables</td>
<td>Local</td>
<td>6</td>
<td>(N_{FastProd})</td>
<td>Merge directory with interpolation grids</td>
</tr>
<tr>
<td>8</td>
<td>Combine</td>
<td>Task</td>
<td>7</td>
<td>—</td>
<td>Weight files</td>
</tr>
<tr>
<td>9</td>
<td>MergeFastProd</td>
<td>Condor</td>
<td>8</td>
<td>(N_{ch} \cdot N_{obs})</td>
<td>Merged channel interpolation grids</td>
</tr>
<tr>
<td>10</td>
<td>MergeFinal</td>
<td>Local</td>
<td>9</td>
<td>(N_{final} \cdot N_{obs})</td>
<td>Final interpolation grids</td>
</tr>
<tr>
<td>11</td>
<td>FnloCppread</td>
<td>Local</td>
<td>7</td>
<td>(N_{FastProd})</td>
<td>Interpolation grid log files</td>
</tr>
<tr>
<td>12</td>
<td>FnloCppreadFinal</td>
<td>Local</td>
<td>10</td>
<td>(N_{fin+ch} \cdot N_{obs})</td>
<td>Final interpolation grid log files</td>
</tr>
<tr>
<td>13</td>
<td>SingleScalecheck</td>
<td>Local</td>
<td>11</td>
<td>(N_{ch} \cdot N_{obs})</td>
<td>Single grid scalecheck plots</td>
</tr>
<tr>
<td>14</td>
<td>Approxtest</td>
<td>Local</td>
<td>8,11</td>
<td>(N_{ch} \cdot N_{obs})</td>
<td>Multi grid scalecheck plots</td>
</tr>
<tr>
<td>15</td>
<td>Absolute</td>
<td>Local</td>
<td>12</td>
<td>(N_{final} \cdot N_{obs})</td>
<td>Cross section plots</td>
</tr>
<tr>
<td>16</td>
<td>AbsoluteAll</td>
<td>Local</td>
<td>12</td>
<td>(N_{obs})</td>
<td>Cross section plot with all orders</td>
</tr>
<tr>
<td>17</td>
<td>AllPlots</td>
<td>Task</td>
<td>13-16</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Figure 5.3: Task dependency graph. An arrow pointing from task A to task B signifies that task B requires the output of task A in order to run.
set of tables and calculates the minimum and maximum value for $x$ and $Q^2$ in each bin. The output of this task is a tar archive containing the merged warmup tables.

**FastProd  HTCondor Workflow**

The FastProd workflow handles the production of interpolation grids. The number of events and jobs for each channel can be set for this workflow in the configuration file. The output of this task is a tar archive containing the interpolation grid files.

### 5.3.2 Merging Process

The merging process takes the large number of interpolation grids produced by the previous step and combines them into a single grid for each channel and observable. The merging of interpolation grids requires more effort than the merging of warmup tables and is therefore split into four tasks.

**CopyTables  LocalWorkflow**

In order to be able to merge the interpolation grids created by the FastProd workflow, they have to be transferred to the local storage. The CopyTables workflow copies the tar archives from the FastProd workflow storage to the merging directory and unzips them. The interpolation grids of each channel are put in a separate folder named after the channel.

**Combine  Task**

The Combine task executes the `nnlojet-combine.py` script from the NNLOJET repository on the ensemble of interpolation grids. In it, various weight files are calculated that are necessary for the next steps to correctly merge everything.

**MergeFastProd  HTCondor Workflow**

The MergeFastProd workflow merges all interpolation grids of a given observable and channel together with the weight files from the Combine task.

**MergeFinal  Task**

The MergeFinal task is the last step in the merging process and creates the final set of interpolation grids. As its input it takes the interpolation grids created by the MergeFastProd workflow and combines multiple channels into one grid, as defined in the configuration file.

### 5.3.3 Plotting

As a part of this project, various plotting scripts from the FASTNLO repository have been integrated into the pipeline.
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**SingleScalecheck LocalWorkflow**
Creates a scalecheck plot for every observable in every channel of the FastProd workflow. This scalecheck is performed on the interpolation grid with the first seed in each channel. An example of a Scalecheck plot is shown in Figure 5.4. It shows the ratio and the asymmetry of the cross sections from the interpolation grid and from NNLOjet. Ideally this would be exactly 1, but there will always be a small bias, because the interpolation technique is an approximation.

**Approxtest LocalWorkflow**
The Approxtest workflow creates plots on the ensemble of all interpolation grids of a given channel and observable. Figure 5.5 and 5.6 are examples of these plots. They show the ratio and the asymmetry of the interpolation grid cross section and the NNLOjet cross section.

**Absolute LocalWorkflow**
The Absolute workflow creates a plot for every merged interpolation grid. Figure 5.7 is an example for a plot that was created by this workflow. It shows the absolute cross section of a given interpolation grid that was evaluated with a given PDF. This cross section is compared to the original cross section calculated by NNLOjet. The ratio of the two cross sections is shown in the lower plot.

**AbsoluteAll LocalWorkflow**
The AbsoluteAll workflow creates a similar output as the Absolute workflow, but it combines the contributions of all channels into one plot. It also shows the *K factor*, which is a measure for the relative size of the contributions:

\[
\frac{\sigma_{NLO}}{\sigma_{LO}} \text{ and } \frac{\sigma_{NNLO}}{\sigma_{NLO}}
\]

(5.1)
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Figure 5.4: Example SingleScalecheck plot. Comparison between a single interpolation grid and the NNLOJET data file. It shows the ratio (yellow) and the asymmetry (blue) of the two cross sections. The vertical bars denote the statistical uncertainty of the NNLOJET calculation. However, the interpolation bias is not affected by the statistical uncertainty, because the comparison is between the same events in both cases.

Figure 5.5: Example of a ratio plot created by the Approxtest workflow. The plot shows the mean (blue), the weighted mean (pink) and the median (red) of the ratio of the interpolation grid cross section and the NNLOJET cross section. These are calculated from the ensemble of all interpolation grids of a given channel and observable.
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**Figure 5.6:** Example of an asymmetry plot created by the ApproxTest workflow. Same as Figure 5.5, but it shows the asymmetry instead of the ratio.

**Figure 5.7:** Example plot created by the Absolute workflow. The absolute value of the calculated cross section by NNLOJET (green) is plotted with the cross section as predicted by the interpolation grid (orange - positive, blue - negative). The ratio of the two cross sections is shown in the lower plot. The interpolation quality is worse at zero-crossings, but these have a smaller effect on the result because of the small cross section value. The interpolation grids are in good agreement with the NNLOJET data in this example.
Figure 5.8: Example plot created by the AbsoluteAll workflow. The cross section (top) and the K factors (bottom) $\sigma_{\text{NNLO}}/\sigma_{\text{NLO}}$ (red) and $\sigma_{\text{NLO}}/\sigma_{\text{LO}}$ (blue) are shown.
5.4 Web Application for Generated Plots

Because of the sheer amount of plots automatically generated by the pipeline, one cannot go through every plot one by one. Depending on how many interpolation grids exist in a given production, the number of plots may potentially be in the thousands. An application has therefore been developed in order to navigate through the vast number of plots. The advantage of using web based technologies for this use case is that the plots will be accessible from everywhere. This makes it particularly easy to share and discuss the content with colleagues.

Although it can be used seamlessly with pipeline results, the web application is not explicitly part of the pipeline, but a standalone application. This design decision comes with some major advantages. Further development is made substantially easier this way and the application can be still used without the pipeline. Additionally, it can be used for completely unrelated analyses in which the user needs to filter through a large number of plots. The application is written in JavaScript and divided into two parts, which will be discussed in detail in the following two subsections. Instructions to install and run the project can be found in Appendix A.2.

5.4.1 Front-End User Interface

The UI of this application is coded in React [45], a JavaScript library for dynamic websites. Figure 5.9 shows a screenshot of the UI.

Upon starting the website the client will fetch a list of all available plots and then display them to the user inside a so-called infinite image masonry. It is basically a grid of images that also allows for variable image aspect ratios without creating whitespaces between them. Images are fetched progressively as the user scrolls down. The bar at the top contains text fields to filter for certain content.

5.4.2 Back-End Server

Node [46] is a JavaScript run-time environment that allows for server-side scripting and was used to write the back-end. The back-end serves two main functions for the application.

**static content** The first one is to serve static content, which is located in the subdirectory public. The plots created by the pipeline are supposed to be dumped into public/plots and can then be fetched by the front-end by a simple https get request.

**list of all available plots** In principle, serving plots to the client could have been done without the need of a dedicated back-end server, however it would be impossible to know the list of all available plots. This functionality was added to the back-end and can be accessed through a get request with the path /plots. Upon requesting it, the server will then recursively scan the plots directory and return a list of paths to all the files.
Figure 5.9: Screenshot of the web UI. Plots are displayed in an infinite layout. The bar at the top contains text fields to filter for certain content. Inside it. The client can then use this information to fetch any plot inside that list by simply requesting it by its path.
Z+Jet Interpolation Grid Production

The pipeline from Chapter 5 is used to perform the example Z+jet analysis from Chapter 3. This chapter describes the steps performed for the production of Z+jet interpolation grids and gives a detailed look into the results.

6.1 Pre-Processing

The choice for an appropriate interpolation grid format is a balancing act between the desire to store as much information as possible and the constraint to stay within the resource limits. After extensive testing, a flexible-scale format has been defined for this production. The two scales chosen are the transverse energy $E_{T}^{Z}$ and the total activity $H_{T}^{Z}$.

$$E_{T}^{Z} = \sqrt{(M_{Z})^2 + (p_{T})^2}$$  \hspace{1cm} (6.1)

$$H_{T}^{Z} = E_{T}^{Z} + \sum_{\text{partons}} p_{T}$$  \hspace{1cm} (6.2)

The next step is to create a range of interpolation grids with different settings for the scale and x-nodes. These are compared against the original cross section results from NNLOJET. Figure 6.1 shows two scalecheck plots of one rapidity bin in LO with a different number of x-nodes, but otherwise identical setup. The interpolation bias becomes smaller as more nodes are used, but the required disk space gets larger. After evaluating all plots, with the available resources in mind, the final number of nodes is set to 4 scale nodes and 30 x-nodes.
Figure 6.1: Comparison of interpolation quality with 25 x-nodes (left) and 30 x-nodes (right).

6.2 Resource Consumption

The following computing resources have been used to perform the Z+jet interpolation grid production:

- BwForCluster NEMO [47], University of Freiburg (bwHPC)
- Helix Nebula Science Cloud [48]
- ETP Resources, Karlsruhe Institute of Technology (KIT)
- Grid Computing Centre Karlsruhe (GridKa) [49]

Table 6.1 contains a detailed breakdown of the computing resources that were consumed in each step of the interpolation grid production. The $p_T^Z$ and $\phi^*_\eta$ grids were calculated separately in the production step, because of memory constraints, resulting in a runtime that is twice as high. In total, 8.4 billion events were generated during the production step, consuming roughly 480 days of CPU time with an output of 947 GB.
## Table 6.1: Resource consumption of the Z+jet grid production

<table>
<thead>
<tr>
<th>Step</th>
<th>Stat</th>
<th>Unit</th>
<th>LO</th>
<th>R</th>
<th>V</th>
<th>RRa</th>
<th>RRb</th>
<th>RV</th>
<th>VV</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warmup</td>
<td>Iterations</td>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>13</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Events</td>
<td>M</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Threads</td>
<td></td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Runtime</td>
<td>h</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>46</td>
<td>46</td>
<td>72</td>
<td>80</td>
<td>258</td>
</tr>
<tr>
<td>FastWarm</td>
<td>Jobs</td>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Events/Job</td>
<td>M</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Events</td>
<td>G</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Runtime</td>
<td>d</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td>FastProd</td>
<td>Jobs</td>
<td></td>
<td>20</td>
<td>50</td>
<td>50</td>
<td>10</td>
<td>10</td>
<td>50</td>
<td>50</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td>Events/Job</td>
<td>M</td>
<td>250</td>
<td>45</td>
<td>22</td>
<td>0.8</td>
<td>0.7</td>
<td>0.25</td>
<td>0.8</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Events</td>
<td>G</td>
<td>5</td>
<td>2.25</td>
<td>1.1</td>
<td>0.008</td>
<td>0.007</td>
<td>0.012</td>
<td>0.04</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>Output/Job</td>
<td>GB</td>
<td>0.08</td>
<td>4.1</td>
<td>3.5</td>
<td>4.3</td>
<td>3.8</td>
<td>5.5</td>
<td>4.2</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Output</td>
<td>GB</td>
<td>1</td>
<td>205</td>
<td>175</td>
<td>43</td>
<td>38</td>
<td>275</td>
<td>210</td>
<td>947</td>
</tr>
<tr>
<td></td>
<td>Runtime</td>
<td>d</td>
<td>40</td>
<td>100</td>
<td>100</td>
<td>20</td>
<td>20</td>
<td>100</td>
<td>100</td>
<td>480</td>
</tr>
</tbody>
</table>

### 6.3 Interpolation Quality

The resulting interpolation quality at NLO is excellent, however at NNLO it needs improvement. For this reason, only a relatively small number of jobs have been computed for the NNLO channels. The final production in these channels is delayed until some further improvements have been implemented.

Moreover, the RR channels suffer from fluctuating Vegas integration results. The calculated probability function in the Vegas integration does not converge after 10, or even 13 steps. This issue is likely to be resolved by tweaking the parameters for the Vegas integration until an acceptable result is computed.

The VV channel has a large interpolation bias in the central scale. Figure 6.2 shows the ratio of the interpolation over the NNLOJET cross section in one of the rapidity bins. The ratio exceeds the 1% mark, rendering it useless for precision fits with experimental data. Further studies are required to identify the cause of this discrepancy in the VV channel.
Figure 6.2: Problematic interpolation results in the VV channel. The ratio of the interpolation over the NNLOJET cross section is plotted for the central rapidity bin.
6.4 Analysis of Interpolation Grids at NLO

6.4.1 Partonic Subprocesses

A subject of interest for the analysis of the Z+jet cross section is the composition of partonic subprocesses. The results are presented in the following four plots: Figure 6.3 shows the subprocess composition at LO in $\phi^*_\eta$, Figure 6.4 at NLO in $\phi^*_\eta$, Figure 6.5 at LO in $p_T^Z$ and Figure 6.6 at NLO in $p_T^Z$.

**Dominant contribution** As expected from theoretical arguments, the quark-gluon channel has the largest contribution to the cross section, followed by the antiquark-gluon and quark-antiquark channel. These channels are already present at LO and continue to dominate at NLO, while others are only present at NLO, namely quark-quark, antiquark-antiquark and gluon-gluon. The largest contribution out of those channels comes from the quark-quark channel, followed by a negative contribution from the gluon-gluon channel and a barely visible antiquark-antiquark contribution.

**Distribution in rapidity bins** The relative size of the NLO contribution increases with higher $y^*$ bins, but stays constant across $y_\eta$ bins. This effect is largely due to the increase of quark-quark processes in higher $y^*$ bins. The event topology allows for higher parton momenta in high $y^*$ bins, thus increasing the occurrence of quark-quark processes.

**Distribution in $p_T^Z / \phi^*_\eta$** Events in higher $p_T^Z / \phi^*_\eta$ bins originate from partons with higher momenta. This leads to an increase in quark-quark processes and therefore a larger NLO contribution.

6.4.2 Triple-Differential Cross Section

Figure 6.7 shows a plot of the triple-differential Z+jet cross section. The cross sections that were calculated by NNLOjet are drawn by lines, while the markers represent the evaluated interpolation grids. The value in each of the rapidity bins is multiplied by a different decimal power to improve readability. This plot highlights the good agreement of the cross sections from NNLOjet with those from the interpolation grids, indicating a negligible bias of less than $1\%$.
Figure 6.3: Subprocess composition of the LO cross section in $\phi^*_\eta$, normalized to the total NLO cross section. Note: top $y^*$ bin has a smaller maximum $\phi^*_\eta$. 
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Figure 6.4: Subprocess composition of the NLO cross section in $\phi_\eta^*$, normalized to the total NLO cross section. Note: top $y^*$ bin has a smaller maximum $\phi_\eta^*$. 
Figure 6.5: Subprocess composition of the LO cross section in $p_T^Z$, normalized to the total NLO cross section. Note: top $y^*$ bin has a smaller maximum $p_T^Z$. 
Figure 6.6: Subprocess composition of the NLO cross section in $p_T^Z$, normalized to the total NLO cross section. Note: top $y^*$ bin has a smaller maximum $p_T^Z$. 

6.4 Analysis of Interpolation Grids at NLO
Figure 6.7: Plot of the triple-differential $Z$+jet cross section at NLO. The results from NNLOjet (lines) are compared to the cross sections from evaluated interpolation grids (markers). The cross section of each rapidity bin is multiplied by a different decimal power to improve readability.
Conclusion and Outlook

In this thesis, an automated workflow for the production of interpolation grids has been designed and implemented in the form of a pipeline. This has led to an improvement in productivity. The setup is compatible with any NNLOJET runcard and can be applied to a wide range of processes. It handled the production of interpolation grids for the Z+jet analysis in this thesis successfully, thus demonstrating a working proof of concept.

Interpolation grids for Z+jet events at $\sqrt{s} = 13\text{ TeV}$ have been filled at NNLO. Since some further studies are required for the NNLO part, however, these grids were analyzed at NLO, due to a better interpolation quality. The interpolation grids are in agreement with the NNLOJET results with an interpolation bias of less than $1\%$.

The NNLO contribution requires some tweaking before interpolation grids with a large number of events can be filled. Improvements are necessary in the Vegas integration in the RR channels and the interpolation quality of the VV channel. Once the NNLO setup has been improved, a final set of interpolation grids will be produced. These will then be combined with experimental data from the CMS detector to give new insights into the proton structure.

The pipeline is open to further testing and development. New tasks and workflows can easily be added to accommodate a wider range of needs. The production of interpolation grids of various different processes with this pipeline is possible already now. The use of the pipeline will lead to a reduction in manpower when running large-scale productions of interpolation grids at NNLO for various processes.
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A.1 nnlo-law-analysis

Project setup
To clone the project, including its submodules, execute the following command:

```
$ git clone https://github.com/miguel-sc/nnlo-law-analysis.git --recursive
```

Edit `setup.sh`, `analysis/bootstrap.sh` and `analysis/multicore_bootstrap.sh` to source the correct paths.

```
$ source setup.sh
```

Open `luigi.cfg` and edit `wlcg_path` and `htcondor_user_proxy`.
To enable the built in auto completion tools from LAW, execute this command once:

```
$ law db
```

Interpolation grid creation
Test htcondor setup by first running:

```
$ law run Warmup
```

Recommended to run the grid production up to Combine task in single threaded mode:

```
$ law run Combine
```
A.2 nnlo-law-website

Project setup

Clone the project with:

```bash
$ git clone https://github.com/miguel-sc/nnlo-law-website.git
```

Open two shells and go to each of the subdirectories, client and server. Then install the dependencies in both directories:

```bash
$ npm install
```

Compiles and hot-reloads for development

Run development server in both subdirectories with:

```bash
$ npm start
```

The website can be accessed under port 3000 by default and makes requests to the node server under port 3001.

Populate the server with plots

Create a new directory called:

```bash
server/public/plots
```

Add your png images to this directory with the following naming scheme:

```bash
process/plottype/channel/observable/name.png
```
The default naming scheme can be changed and is defined inside:

```javascript
client/src/constants.js
```

**Compiles and minifies for production**

Build the client application for production:

```
$ npm run build
```

The build folder can then be served by any http server.

### A.3 NNLOJET Runcard

```
1 NNLOJET_RUNCARD
2 @CHANNEL@-CMS13 ! Job name id
3 ZJ ! Process name
4 @EVENTS@
5 ! Number of events
6 @ITERATIONS@
7 ! Number of iterations
8 @SEED@
9 ! Seed number
10 .@WARMUP@.
11 ! Warmup
12 .@PRODUCTION@.
13 ! Production
14 CT14nnlo ! PDF set
15 0 ! PDF member
16 antikt ! Jet algorithm, accepts ‘kt’, ‘cam’ or ‘antikt’
   antikt
17 0.4d0 ! Rcut
18 .false. ! exclusive
19 1 ! Heavy particle decay type
20 1d-8 ! Technical cutoff y0
21 .false. ! angular averaging of the phase space, default to true
22 2 ! Virtual Integration method, use 2 if you are not sure
23 @REGION@ ! RR a/b region flag. Accepts ‘a’, ‘b’ or ‘all’.
24 0 ! set to zero for MC, 2 for point test
25 .false. ! print max weight flag
26 .true. ! momentum mapping and PDF storage flag
27 .false. ! colour sampling flag
```
.false.          ! explicit pole check flag, stops integration when set to true

PHYSICAL_PARAMETERS
13000d0      ! roots
125.09d0     ! Mass of the Higgs Boson
0.004029643852d0 ! Width of the Higgs Boson
91.1876d0    ! Mass of the Z Boson
2.4952d0     ! Width of the Z Boson
80.385d0     ! Mass of the W Boson
2.085d0      ! Width of the W Boson
173.21d0     ! Mass of the Top Quark
1.41d0       ! Width of the Top Quark
4.18d0       ! Mass of the Bottom Quark
0d0          ! Width of the Bottom Quark
1.275d0      ! Mass of the Charm Quark
0d0          ! Width of the Charm Quark
1.777d0      ! Mass of the Tau lepton
0d0          ! Width of the Tau lepton

@UNIT_PHASE@

SELECTORS

!----- jet veto
select jets_abs_eta max = 2.4
select jets_pt min = 20

!----- for Z production we have two leptons (l^[+-] = l [pm])
select abs_ylp max = 2.4
select abs_ylm max = 2.4
select ptlp min = 25
select ptlm min = 25

!----- V = {lp, lm}
select mll min = 71.1876 max = 111.1876

!----- for inclusive ptz
select njets min = 1

END_SELECTORS
phi_star > ZJtriple_yb0_ystar0_phistareta [0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2, 1.5, 2.0, 3.0, 4.0, 5.0, 7.0, 10, 15, 20, 30, 50] grid = ZJtriple_yb0_ystar0_phistareta.fast

HISTOGRAM_SELECTORS
select yboost_Zj max = 0.5
select ystar_Zj max = 0.5
END_HISTOGRAM_SELECTORS

ptz > ZJtriple_yb0_ystar0_ptz [25, 30, 35, 40, 45, 50, 60, 70, 80, 90, 100, 110, 130, 150, 170, 190, 220, 250, 400, 1000] grid = ZJtriple_yb0_ystar0_ptz.fast

HISTOGRAM_SELECTORS
select yboost_Zj max = 0.5
select ystar_Zj max = 0.5
END_HISTOGRAM_SELECTORS

phi_star > ZJtriple_yb0_ystar1_phistareta [0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2, 1.5, 2.0, 3.0, 4.0, 5.0, 7.0, 10, 15, 20, 30, 50] grid = ZJtriple_yb0_ystar1_phistareta.fast

HISTOGRAM_SELECTORS
select yboost_Zj max = 0.5
select ystar_Zj min = 0.5 max = 1.0
END_HISTOGRAM_SELECTORS

ptz > ZJtriple_yb0_ystar1_ptz [25, 30, 35, 40, 45, 50, 60, 70, 80, 90, 100, 110, 130, 150, 170, 190, 220, 250, 400, 1000] grid = ZJtriple_yb0_ystar1_ptz.fast

HISTOGRAM_SELECTORS
select yboost_Zj max = 0.5
select ystar_Zj min = 0.5 max = 1.0
END_HISTOGRAM_SELECTORS

...
Appendix

muf = z_{ht} mur = etz
muf = 2.718281828 mur = 2.718281828
muf = 4.48168907 mur = 4.48168907
muf = 4.48168907 mur = 2.718281828
muf = 2.718281828 mur = 4.48168907
muf = 12.18249396 mur = 2.718281828
muf = 2.718281828 mur = 12.18249396

END_SCALES

REWEIGHT ht_part**2

CHANNELS

@CHANNEL@

END_CHANNELS

SETUP

END_SETUP

A.4 FASTNLO Steering File

ScaleDescriptionScale1 "etz_[GeV]"
ScaleDescriptionScale2 "zht_[GeV]"
ScenarioName ZJ.ZJtriple
PublicationUnits 12
GlobalVerbosity INFO
FlexibleScaleTable true
X_NNodes 30
Mu1_NNodes 4
Mu2_NNodes 4

A.5 LUIGI Configuration File

[core]
no_lock = True

[worker]

keep_alive = False
ping_interval = 20
wait_interval = 20
max_reschedules = 0

[DEFAULT]

# name of your analysis
name = ZJtriple

# NNLOJET process
process = ZJ

# NNLOJET channels (append "a", "b" for RR region flag)
channels = LO R V RRa RRb RV VV

# merged grids (make sure it’s compatible with your combine.ini config)
final_tables = {
    "NLO": ["LO", "R", "V"],
    "NLO_only": ["R", "V"],
    "NNLO_only": ["RRa", "RRb", "RV", "VV"],
    "NNLO": ["LO", "R", "V", "RRa", "RRb", "RV", "VV"]
}

# list of all observables
observables = [
    "ZJtriple_yb0_ystar0_phistareta",
    "ZJtriple_yb0_ystar1_phistareta",
    "ZJtriple_yb0_ystar2_phistareta",
    "ZJtriple_yb0_ystar3_phistareta",
    "ZJtriple_yb0_ystar4_phistareta",
    "ZJtriple_yb1_ystar0_phistareta",
    "ZJtriple_yb1_ystar1_phistareta",
    "ZJtriple_yb1_ystar2_phistareta",
    "ZJtriple_yb1_ystar3_phistareta",
    "ZJtriple_yb1_ystar4_phistareta",
    "ZJtriple_yb2_ystar0_phistareta",
    "ZJtriple_yb2_ystar1_phistareta",
    "ZJtriple_yb2_ystar2_phistareta",
    "ZJtriple_yb2_ystar3_phistareta",
    "ZJtriple_yb2_ystar4_phistareta",
]

59
"ZJtriple_yb3_ystar0_phistareta",
"ZJtriple_yb3_ystar1_phistareta",
"ZJtriple_yb4_ystar0_phistareta",
"ZJtriple_yb0_ystar0_ptz",
"ZJtriple_yb0_ystar1_ptz",
"ZJtriple_yb0_ystar2_ptz",
"ZJtriple_yb0_ystar3_ptz",
"ZJtriple_yb0_ystar4_ptz",
"ZJtriple_yb1_ystar0_ptz",
"ZJtriple_yb1_ystar1_ptz",
"ZJtriple_yb1_ystar2_ptz",
"ZJtriple_yb1_ystar3_ptz",
"ZJtriple_yb2_ystar0_ptz",
"ZJtriple_yb2_ystar1_ptz",
"ZJtriple_yb2_ystar2_ptz",
"ZJtriple_yb3_ystar0_ptz",
"ZJtriple_yb3_ystar1_ptz",
"ZJtriple_yb4_ystar0_ptz"
]

# dcache path, output will be created inside $wlcg_path/$name
wlcg_path = srm://cmssrm-kit.gridka.de:8443/srm/managerv2?SFN=/pnfs/gridka.de/cms/disk-only/store/user/msantosc

# htcondor job config
htcondor_accounting_group = cms.jet
htcondor_requirements = (TARGET.ProvidesCPU==true)
htcondor_remote_job = True
htcondor_user_proxy = /tmp/x509up_u12225
htcondor_walltime = 84000
htcondor_request_cpus = 1
htcondor_request_memory = 4096
htcondor_universe = docker
htcondor_docker_image = mschnepf/slc6-condocker

# create log files in htcondor jobs
transfer_logs = True

# set local scheduler
local_scheduler = True

# set tolerance for workflow success with failed branches
tolerance = 0
# submit only missing htcondor workflow branches (should always be true)
only_missing = True

# bootstrap file to be sourced at beginning of htcondor jobs
bootstrap_file = bootstrap.sh

# directory for merging of grids inside $merge_dir/$name
merge_dir = /ceph/mcorrea/mergedgrids

# fastNLO cppread
df = CT14nnlo
scalecombs = -6
ascode = LHAPDF
norm = no
scale = scale12

# directory for plots
plots_dir = /ceph/mcorrea/plots

[BaseRuncard]

# path to base runcard file
source_path = /ceph/mcorrea/analysis/ZJtriple/ZJ.ZJtriple.run

[Steeringfiles]

# directory with all steering files
source_path = /ceph/mcorrea/analysis/ZJtriple/steeringfiles

[Runcard]

# Warmup]

# override default htcondor config
htcondor_request_cpus = 24
bootstrap_file = multicore_bootstrap.sh
htcondor_request_memory = 35000
htcondor_walltime = 180000

# NNLOJET event count and integration steps for every channel (must be same length as channels)
warmup_events = 50000000 25000000 25000000 4000000 4000000 4000000 4000000
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```python
warmup_iterations = 10 10 10 10 10 10 13

# first seed for first branch, counting upwards
starting_seed = 0

[FastWarm]

# override tolerance to 5% failed jobs
# tolerance = 0.05
htcondor_requirements = (TARGET.ProvidesEKPResources==true)

# NNLOJET event count and number of jobs for each channel
fastwarm_events = 200000000 200000000 200000000 100000000
          100000000 100000000 100000000
fastwarm_jobs = 10 10 10 10 10 10 10
starting_seeds = 1000 2000 3000 4000 5000 6000 7000

[MergeFastWarm]

[FastProd]

htcondor_request_memory = 15000

# NNLOJET event count and number of jobs for each channel
fastprod_events = 250000000 45000000 22000000 800000 700000
          250000 800000
fastprod_jobs = 20 50 50 10 10 50 50
starting_seeds = 10000 20000 30000 40000 50000 60000 70000

[CopyTables]

[Combine]

# path to combine.ini config
combine_ini = /ceph/mcorrea/analysis/ZJtriple/combine.ini

# number of cores for NNLOJET combine script
cores = 20

[MergeFastProd]

htcondor_requirements = (TARGET.ProvidesEKPResources==true)

# execute workflow as local workflow instead of htcondor
```
workflow (useful for merging small amount of grids, to be removed later)

```python
workflow = local

[MergeFinal]

[FnloCppread]

[FnloCppreadFinal]

[SingleScalecheck]

[Approxtest]

fscl = 7

[Absolute]

[AbsoluteAll]
```
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